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Abstract

How economics advances will depend on how it contributes to next

generation data sets and on how open it is to profound shifts in the land-

scape of measurement. Scienti�c and technological advance is driving

explosive growth in measurement possibilities. This opens up new vistas

for economic theory. This paper outlines the co-evolutionary approach

to economics and data that is economic data engineering. It is organized

around two basic constructs: beliefs and preferences. It illustrates how

data engineering crosses boundaries within and between disciplines.

1 Introduction

How economics advances will depend on how it contributes to next genera-

tion data sets. It will depend equally on how open and aware the �eld is

of profound shifts in the landscape of measurement. This paper outlines the

co-evolutionary approach to advancing economics and data that is economic

data engineering. Need for such engineering derives from both �push�factors
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associated with the limits of standard behavioral data, and �pull�factors re-

lated to ongoing scienti�c and technological advance. This is driving explosive

growth in measurement possibilities. By maintaining contact with the expand-

ing borders of feasible measurement, data engineering can open up entire new

vistas for economic theory and applied economics.

On the push side, there are fundamental problems of model identi�cation

that constrain the progress of our science. One such problem relates to be-

liefs and preferences. Block and Marschak, 1960, were the �rst to highlight

the di¢ culty of separating these forces in choice data, when introducing the

now ubiquitous random utility model (RUM). Their introduction of stochastic

factors into the theory of choice is key for applied work since deterministic

theories of choice are generally rejected. While modeling only randomness in

utility, Block and Marschak were concerned that, in practice, �perceptibil-

ity and desirability�may both impact choice. As they knew, stochastic choice

data was �rst introduced to study humans�limited perceptual abilities (Weber,

1834). In terms of modeling behavior, when an individual picks a particular

item from a menu, is it their most preferred item, or may there be preferred

alternatives that were not noticed?

Developments in economic theory over the past half century have further

highlighted this central identi�cation problem between beliefs and preferences.

Imperfect information produces stochastic choice just as do RUMs. So do

bounds on rationality. Many modern theories of choice are observationally

equivalent in standard choice data. As the spiritual fathers of economic data

engineering, Block and Marschak proposed a theoretical program to concep-

tualize and develop new forms of data to improve identi�cation.

�Our particular way of de�ning the class of basic observations

and, correspondingly, of the general testable conditions is to some

extent arbitrary. The study may thus serve as a start when similar

attempts are made under another de�nition of basic observations.�

(Block and Marschak [1960], p. 98-99).

While Block and Marschak did not make signi�cant progress on their pro-
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gram, others have done just that, as detailed in the body of the paper. Econo-

mists have developed increasingly re�ned methods of engineering belief data

as separate from preferences. Experimental work on belief measurement began

with Brier, 1950, with Manski (1990, 2004) playing the decisive role in recent

survey-based growth. Ironically, �revealed preference�methods have been used

for experimental measurement of preferences isolated from beliefs (Samuelson,

1938, Afriat, 1967, Varian, 1982, and Choi et al. 2007). Survey-based mea-

surements (Barsky et al. 1997, Ameriks et al., 2011, 2015) are now seeding

advances in economic theory, illustrating the interaction between progress in

measurement and progress in modeling characteristic of data engineering.

While economic theorists may appreciate applied work on data engineer-

ing, few have participated. Indeed many may regard it as essentially outside

their purview. The advantages of specialization were noted by Adam Smith

at the very beginnings of our discipline. We have taken this to heart. Most

economic theorists interpret their role as being to model how important under-

lying forces play out in observable behavior. Econometricians develop methods

for estimating these models in suitably rich such data. Applied economists are

responsible for gathering the data itself and undertaking model estimation.

With all of its advantages, such specialization makes it hard to enrich

observable behavior in a theoretically-guided manner, as Block and Marschak

proposed. One illustration of the role of modeling in data engineering derives

from rational inattention theory (Sims, 1998 and 2003). As the economic

generalization of Weber�s perceptual data, state dependent stochastic choice
data is of particular value (Cover and Thomas, 2012, and Matejka and McKay,

2015). Its precise connection with theory can speed up the interaction with

measurement. It can be used to systematically amend estimates of demand

in missing markets (Caplin, Leahy, and Matejka, 2016). It can be used to

test Bayesian expected utility maximization, the general theory of rational

inattention, and more speci�c variants (Caplin and Martin, 2015, Caplin and

Dean, 2015, Caplin, Dean, and Leahy, 2016). As such, it does for attention

costs what input-output data does for production costs.

The more general point is that designing enriched data is extremely chal-
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lenging not only at the practical level, but more importantly at the conceptual

level. The models that we develop to explain behavior involve many factors

that we treat as unobservable, including not only beliefs and preferences, but

also strategies in all contingencies, even those that are unrealized. In the spirit

of data engineering, it should be the responsibility of the theorist who is de-

veloping a new model to specify the ideal test data set. At best, they would

also take measures to ensure that corresponding measurement devices could in

principle be developed. This would render their theories more readily testable,

and increase feedback from measurement to theory. Ideally, such interplay be-

tween measurement and modeling will see both progress in a co-evolutionary

manner.

Section 2 of the paper covers engineering of belief data, with preference

data covered in section 3. The stress is on best use cases. Section 4 takes up

the case of stochastic choice. Section 5 covers data engineering associated with

the theory of rational inattention. Research on rational inattention connects

back with recent work on updating of beliefs in the face of new information.

This is an important subject not only for economists but for those designing

educational tests. Data engineering in this area was proposed by De Finnetti,

1965, and Savage, 1971. Section 6 picks up this loose thread and connects it

with �ndings about learning from many di¤erent �elds, including psychology,

neuroscience, and genetics.

Data engineering crosses boundaries within and between disciplines. Within

economics, it calls for new hybrid approaches to theory and measurement. In

fact it may change not only the boundary between pure and applied work in

economics, but across current siloed sub-areas. More broadly, as we increas-

ingly measure interactions between biological, behavioral, and social outcomes,

boundaries between larger academic disciplines may gradually erode.

2 Belief Measurement

Qualitative measurement of beliefs has a long history in psychometrics. In

a typical survey question in this tradition, respondents place events in such
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discrete categories as possible, likely, unlikely, etc. As the theory of choice

under uncertainty developed, so proposals were made for more quantitative

measurement. The early literature was reviewed by Savage, 1971, in making

his proposal for a �proper� scoring rule. Pride of place goes to Brier, 1950,

who moved weather forecasting in the quantitative direction. As a result of

widespread adoption of the quantitative probability measures, the qualitative

approach has largely been replaced, even within psychometrics (see Tetlock

and Mellers, 2011, and Budescu and Wallsten, 1995).

As the literature has developed, so measurement of probabilities has im-

proved. With regard to experimental measurement, Savage�s proper scoring

rule was incentive compatible only with risk neutrality. The quadratic scoring

rule of Nyarko and Schotter, 2002, is more robust in this respect. A further de-

velopment is the binary scoring rule of Hossain and Okui, 2013, which requires

only linearity in probabilities rather than in terms of dollars. The literature

on experimental measurement has mushroomed since this time (see Schotter

and Trevino, 2014).

Among the �rst to contemplate quantitative survey measurement of beliefs

concerning future values outcomes was Haavelmo:

�It is my belief that if we can develop more explicit and a priori

convincing economic models in terms of these variables, �, , then

ways and means can and will eventually be found to obtain actual

measurements of such data..�Haavelmo [1958, p. 357]

The use of survey methods was initiated by Juster, 1966, in the context of

future car purchases. He replaced vague questions on intentions with quantita-

tive measures of the likelihood of purchasing, which predicted actual purchases

better. After a hiatus, it was the path-breaking contributions of Manski and

others (Manski, 1990, Dominitz and Manski, 1996, 1997, and Hurd and Mc-

Garry, 1995) that opened the research �oodgates. Credit is also due to Richard

Suzman, Tom Juster, and Bob Willis. It is only through placement of expec-

tations questions on the Health and Retirement Survey (HRS) that their full
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value is coming to be appreciated. Corresponding questions are now posed in

household panel surveys worldwide.

Manski, 2004, and Hurd, 2009, summarize important �ndings concerning

survey-measured probabilities, including their internal consistency and con-

nection with external reality. For example, Hurd and McGarry, 2002, and

Hudomiet and Willis, 2013, show that individuals and groups with higher sub-

jective survival probabilities live longer. Kézdi and Willis, 2011, study the

interaction between stock market projections and stock ownership, Hudomiet,

Kézdi, and Willis, 2011, study the impact of the �nancial crisis of 2007-09 on

stock market expectations, while Hurd and Rohwedder, 2012, show that di¤er-

ences in these expectations predict the direction of future stock purchases and

sales. Wiswall and Zafar, 2015a,b use sequential surveys to understand how

provision of objective information on returns to schooling alters understand-

ing. Van der Klaauw, 2012, illustrates incorporation of expectations questions

in structural modeling.

As with experiments, the increased use of measured probabilities in surveys

in leading to improvement. For example, patterns of error, such as over-use

of the 50% focal answer, are producing further innovations in measurement

(Fishco¤ and Bruine de Bruin, 1999, Bruine de Bruin and Carman, 2012,

and Manski and Molinari, 2010). Visual aids are being developed to present

probabilistic constructs in as unambiguous a manner as possible (e.g. the �bins

and balls� format of Delavande and Rohwedder, 2008). Cognitive interviews

have been employed to great e¤ect to improve the design of survey questions

on in�ation expectations (Armantier et al., 2015).

Measured expectations are of particular importance in exploring phenom-

ena that are hard to explain with the standard expected utility model, but

may have many less standard rationalizations. An example relates to investors�

apparent unwillingness to realize losses (Odean, 1998). Kuhnen, 2015, investi-

gates this phenomenon experimentally. She identi�es a sharp negative impact

of realized losses on beliefs, which suggests the value of amendments to stan-

dard models of updating. It is as if losses not only grab attention, but may

also hijack usual methods of updating. Absent the data on beliefs, this swing
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to pessimism after a fall in stock prices might have been interpreted as loss

aversion, for which little direct evidence was found.

A key reason for measuring expectations is to identify appropriate alterna-

tives to standard models of rational expectations, as stressed by Manski, 2004.

Plausible alternative models are increasingly under development. Barberis,

Shleifer, and Vishny, 1998, and Barberis et al., 2015, model over-reliance on

extrapolation in predicting future trends. Fuster, Laibson, and Mandel, 2010,

put forward a theory of �natural� expectations, which represents a mixture

between rational and extrapolative expectations. Increasingly, these models

are validated at least in part based on survey-based measures of expectations.

A particularly promising market for measuring and modeling expectations

is the housing market. Here an extrapolative model of house price dynamics

has been developed by Glaeser and Nathanson, 2015. The housing market

involves many small and not particularly expert investors having to make bets

based on limited understanding of likely future house prices. It is easy to imag-

ine that these expectations may not use all available information optimally,

but rather be based on some simple and not entirely implausible theory. In

terms of modeling, Glaeser and Nathanson follow Eyster and Rabin, 2010, and

model imperfect inference concerning the belief processes of others. The key

mistake in such inference is the failure to realize the patterns in prices that

will set up if others view the world similarly. This aligns with the low lev-

els of strategic thinking in Nagel, 1995, and Camerer, Ho, and Chong, 2004.

While the model is estimated using data on prices, it is inspired in large part

by survey-measured expectations documented by Case, Shiller and Thompson,

2012. They �nd that the pattern of model-implied expectations closely mirrors

the corresponding survey �ndings.

Beliefs about housing returns are inducing particularly interesting new

measurements. Malmendier and Nagel, 2011, provide evidence that measuring

personal experiences has potentially large e¤ect on beliefs about the future.

While their �rst example is in�ation, survey evidence shows the e¤ect to be

more general, and to apply also to housing markets (Kuchler and Zafar, 2016).

Similarly it is clear that social learning plays a role in the formation of house
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price expectations. Bailey at al., 2016, present evidence on how experiences

of members of an individual�s social network impact their personal beliefs.

House buyers may seek advice from many parties as they contemplate making

a purchase. This makes it of interest to study how well individuals aggre-

gate these di¤erent sources of information. In an experimental setting, Enke

and Zimmerman, 2003, measure beliefs to explore the possibility of correla-

tion neglect (Akerlof and Shiller (2009)). When given many messages with a

particular opinion, they show that subjects tend to update as if they were

receiving independent information, even if are told explicity that all message

providers derived the information from a common source. They show that this

leads to pronounced and predictable price bubbles. Hommes, 2013, has intro-

duced rich experimental markets for the study of such e¤ects. This provides a

valuable laboratory for analyzing changes in beliefs and their interaction with

price dynamics.

3 Preference Measurement

3.1 Stated Preference Methods

Ben-Akiva, McFadden, and Train, 2015, cover the long history of stated pref-

erence measurement. They trace the origins back to a proposal of Thurstone,

1931. This was better received by psychometricians and statisticians than by

economists (Luce and Tukey, 1964). The next major impetus in economics

related to contingent valuation for public goods. While there remains wide-

spread skepticism about the accuracy of question on how much individuals

would pay to maintain biodiversity (Carson, 2012), this literature did lead to

valuable re�nements of method (Arrow et al, 1993).

In recent years, more economists have perceived the possible value of stated

preference methods. The literature was reintegrated into the �eld by McFad-

den, 1986. He showed how stated preferences could be analyzed using the

tools of discrete choice analysis and the theory of random utility maximiza-

tion (RUM). Subjects presented with products described in terms of attributes
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(including price) would be asked to choose their most preferred product in each

menu. McFadden showed how choice data from these menus, could be han-

dled in the same way as the real market choice data. Recent applications of

these methods include Blass, Lach, and Manski, 2010, on electricity supply,

Delavande and Manski, 2015, on political candidates, and Wiswall and Zafar,

2016, on job choice.

A recent paper by Kesternich et al., 2012, provides evidence of the value of

stated preference methods in missing market analysis. In the context of a new

insurance program, they �nd that �Hypothetical and real data produce similar

estimates of willingness-to-pay (WTP) for insurance plan attributes (Kester-

nich et al., 2012, p. 3.). They �nd also that adverse selection is present both

in stated demand estimates and in reality so that �hypothetical choice tasks

might be used to predict the degree of adverse selection on newly introduced

insurance markets as well.�This relates to an earlier survey-based �nding of

Finkelstein and McGarry, 2006, on bene�cial selection in the long term care

insurance market.

3.2 Revealed Preference and BDM Mechanisms

In 1938, Paul Samuelson introduced his operational appoach to utility theory.

The axioms of revealed preference characterize the testable implications of this

theory in idealized deterministic choice data. To fully implement his approach

at the individual level requires an essentially in�nite data set, which led many

to see it as an exercise in theory rather than as a guide to mesurement. This

started to change when Afriat, 1967, produced his necessary and su¢ cient

conditions for a �nite data set to be rationalizable by utility maximization.

Varian, 1982, took a critical next step to application. A useable experimental

interface was engineered by Choi et al., 2007. There is now an important

literature on using these methods to uncover features of individual preference,

including how far is behavior from being rationalizable (Dean and Martin,

2015). There is corresponding work at the level of household surveys, including

Crawford, 2010.
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One recent �nding illustrates the new light that revealed preference meth-

ods shed on behavioral phenomena. Choi et al., 2014, place their measure

of consistency with revealed preference on a large scale household survey.

They �nd large and consistent individual di¤erences. They conclude that

consistency with utility maximization under laboratory conditions captures

decision-making ability that applies across domains and in�uences important

real-world outcomes. It is striking that economic theory produces such a po-

tentially valuable new tool for exploring individual di¤erences. Falk et al.,

2015, develop survey instruments to measure many economically important

individual di¤erences on a worldwide basis.

In a typical revealed preference experiment, there is no direct incentive

for accuracy. Yet within the standard experimental approach, such incentives

are very important. The pioneers in the design of incentive compatible mea-

surement were Becker, De Groot, and Marschak, 1963. With regard to risk

aversion, the Holt-Laury instrument has been widely used in the laboratory,

with re�nements continuing to this day (Holt and Laury, 1972).

3.3 Survey Measures

The amounts of money involved in experiments are too small to trigger risk

aversion relevant to life cycle spending. For that reason, Barsky, Juster, Kim-

ball, and Shapiro, 1997, constructed a stated preference question that placed

enough wealth on the line to introduce signi�cant wealth swings. It involved

a switch of job with a potentially large change in income. With the advan-

tage again of being able to place these on the HRS, this form of question is

now widely used and related to portfolio choice. The investigation of survey

errors has been initiated by Kimball, Sahm, and Shapiro, 2008. A key insight

from these methods relates to the profound underlying heterogeneity that is

revealed in preference parameters.

There is particular intricacy in posing stated preference questions relevant

to large scale changes in wealth, health, age, and other important state vari-

ables. One key aspect of this is that all respondents are at di¤erent stages in
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the life cycle and have other state variables that are personal. In the context

of any sequential decision problem, such di¤erences in circumstance may sys-

tematically change the mapping from survey response to model parameters.

For example, a change in future income will have a very di¤erent impact on

someone who intends to retire shortly than on a respondent who is just enter-

ing the labor force. This may interact in a complex manner with preference

parameters. This makes it of value to pose questions that, to the maximum

extent possible, put respondents into analogous situations. Interestingly, dy-

namic programming suggests that all are conditioning current decisions on the

behaviors that they would choose in later contingencies. Noting this, Ameriks

et al., 2011, introduced �strategic survey questions�(SSQs), which are stated

preference questions designed to place respondents in a common future con-

tingency, which, should it occur, would be particularly revealing about their

underlying motivations.

The paradigm application concerns the �nding that wealthy older house-

holds do not spend wealth down in retirement as the simple life cycle model

would predict. While all current research assigns responsibility to some com-

bination of bequest motives and precautionary savings driven by high health-

related costs, including long-term care, their relative importance has been

much debated. The identi�cation problem is hard to avoid, since wealth is

fungible (Dynan, Skinner, and Zeldes, 2002). In terms of motives for retaining

wealth, a revealing contingency would arise if the respondent faced an explicit

insurance decision that restricted its future use. Ameriks et al., 2015, develop

a rich and rigorously constructed set of SSQs for estimation of a state of the

art model of late in life spending behavior. Several of these questions are

stated preference questions about Arrow securities that deliver resources in

key contingencies, rather than about di¤erent goods at a store. The method

is more general than this, and can in principle be used to probe contingent be-

havior in many individual, social setting, and market settings. Brown, Goda,

and McGarry, 2015, use SSQs to show that individuals value wealth more

when facing physical rather than mental disabilities requiring long-term care.

This is a distinction that would be essentially impossible to make in standard
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behavioral data.

3.4 Co-Evolution

In qualitative terms, a key �nding in Ameriks et al., 2015, is that subjects allo-

cate more to long-term care needs than to end of life bequests. The recovered

model parameters liberate analysis of demand in missing markets. Indeed,

one of the main reasons for structural modeling is to conduct counter-factual

analysis. Ameriks et al, 2016a, use their model in precisely this manner to

estimate demand for an idealized form of long-term care insurance. Given the

high precautionary motives that they identify, it is not surprising that they

estimate very high interest in this product.

In addition to providing model-based estimates, Ameriks et al., 2016a,

follow the stated preference approach in the spirit of Kesternich et al., 2012.

Again, they identify high demand for idealized insurance. Yet there is a large

di¤erence. The model-based estimates are far higher than those based on

direct stated preference. This is doubly true for annuities.

The gap between model-implied and stated demand serves as a form of

model speci�cation test. Unlike the model-based estimate, the stated pref-

erence question is not tied to any particular formulation of the motives for

retaining wealth. Hence the �nding of relatively lower stated than model-

implied demand raises the possibility that the estimated model is incomplete

in important respects. This has stimulated both a new data gathering e¤ort

and a new model to capture possible missing motives in relation to the family

(Ameriks et al., 2016b). Not all such motives appear to be captured in stan-

dard models of the bequest as a warm glow (De Nardi, 2004). This form of

joint progress in theory, data, and estimation would not have been possible

without the consciously engineered new data on preferences.

Some next steps in the care-related agenda involve digging more deeply into

inter-generational interactions (Caplin, Luo, and McGarry, 2016). Factually,

what is needed is a fuller accounting of the �ow of resources, both money and

care-giving between generations. This also involves measuring expectations
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concerning the future and their potential impact on earlier decisions, such the

employment and labor supply decisions of children. SSQs can be posed to

understand how compromises would be reached when parents and o¤spring

have di¤erent interests. There is also the direct question of who has e¤ective

control of decision making as adult mental competence declines. Guistinell,

2012, pioneered in the development of corresponding questions in relation to

educational decisions. More broadly, it is hard to know how to make progress

in the area of family-based decision making without asking well directed ques-

tions. There are countless theories of interaction. Engineering data to tease

them apart is set to become an increasingly active research frontier.

4 An Identi�cation Problem

4.1 Random Utility Models

Econometric analysis of missing markets started in earnest with the logit model

of McFadden, 1974. In a typical setting, agents have preferences over avail-

able goods that depend on such observables as age and wealth. There is also

unobserved heterogeneity in preferences. If the utility contribution of the ob-

servable features of option a 2 A is U(a) and the unobservable component of
utility is extreme-value distributed, McFadden shows that its market share is,

M(a) =
e�U(a)P
a02A e

�U(a0)
:

Here � > 0 scales the unobservable relative to observable preference factors.

Given data on market share, this formula allows the econometrician to

back out estimates of the utility of all available commodities to each type of

consumer. The model has been applied far and wide, from such important

decisions as school selection and choice of partner, to such every day examples

as choice of mode of transport and what meal to buy in a restaurant. One

can enrich the model in many ways to structure the population heterogeneity

in preferences and how it is related to product characteristics. For example,
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Berry, Levinsohn, and Pakes, 1995, model the impact of characteristics and

prices allowing for type speci�c utility weights on characteristics and for a

good speci�c price elasticity of demand.

While �exible in many ways, currently estimated models typically take a

strong stand on the underlying source of stochasticity in choice. Since the

logit model is a RUM, choice probabilities depend only on preferences over the

goods. Information is assumed to be perfect. Moreover, in application it is

the econometrician who de�nes these goods. This may be reasonable for the

simplest of goods. However credibility is more questionable for goods that are

complex and hard to de�ne objectively.

To appreciate the importance of this issue, consider again the analysis of

potential interest in ideal long-term care insurance. Ameriks et al., 2016a de-

velop both the stated preference questions and the SSQs in relation to an ideal

product. One reason for this is that current products are notoriously poorly

designed, involving limited coverage, the possibility of large future changes

in premia, possible bankruptcy of the insurer, and a potentially adversarial

claims process. A second reason is that the complexity of the current market

is disturbing even to professionals (Society of Actuaries, 2014). Demand de-

pends on unmeasured beliefs about insurer solvency, future premium increases,

and the di¢ culty of the claims process. Absent this data, it is hard to con�-

dently infer preference parameters from low demand for current products, as

do Koijen, van Niewerburgh, and Yogo, 2015. As work in this area advances,

so richer hybrid models and estimated using yet richer data on relevant beliefs

and preferences.

The point is general. It is hard to know how objectively to de�ne a partic-

ular school, job, partner, or location. If the econometrician �nds this di¢ cult

to assess, what are the odds that all market participants saw the goods in just

the prescibed manner? This again raises the challenge of how to separate out

beliefs from preferences. Interestingly, this point was �rst noted by Block and

Marschak, 1960, when introducing RUMs into economics.
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4.2 Random Perception and Stochastic Choice

Block and Marschak were looking to characterize RUMs in idealized stochastic

choice data. They also looked to characterize the additional behavioral restric-

tions associated with special models, such as the model of Luce, 1958, with

its independence properties. Falmange, 1971, made key contributions. After

a lull, RUMs are undergoing something of a revival following the work on ex-

pected utility of Gul and Pesendorfer, 2006, with Apesteguia and Ballester,

2015, contributing a new formulation in which preference parameters rather

than choices are subject to random variation.

There is a telling di¤erence between the deterministic choice data of Samuel-

son, 1938, and stochastic choice data. Samuelson was concerned with choice

from budget sets at di¤erent levels of income and at di¤erent prices. This data

set is �rmly rooted in the economic tradition. In contrast, stochastic choice

data derived from the psychometric tradition. The Weber-Fechner laws of psy-

chophysics highlight the distinction between the objective di¤erences between

two stimuli, as known to the experimenter, and the subjectively perceived

di¤erence. The �rst formal model of stochastic choice data was that of Thur-

stone, 1927, who modeled comparisons between stimuli as based on perception

as opposed to reality. Even Luce, (1956, 1958) referred to choice probabilities

as de�ning a �discrimination structure�. To this day, the �nal step in psycho-

metric models of choice is to add stochasticity through application of a �soft

max�function. Given real numbers V (a) for a 2 A, the frequency with which
an experimental subject judges n to be the largest is modeled as,

�(a) =
e�V (a)P
a02A e

�V (a0)
;

with � > 0 scaling the subject�s ability to discriminate between values.

4.3 The Identi�cation Problem

The soft-max and the logit form are essentially identical. One and the same

function can be used to summarize choice probabilities as resulting from dif-
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ferences in utility, di¤erences in perception, or both. Block and Marschak

were acutely aware of their data set�s origins and of the implied identi�cation

problem.

�In particular, our operational approach seems to be unable to

handle the following distinction that appears natural on grounds

of common sense and may be important for predictions. If out of

the pair F = (a; b) of desirable objects a man chooses sometimes

a and sometimes b, our introspection tells us that we may ascribe

this to either or both of two di¤erent �causes�:

1. He may have di¢ culty in perceiving all the relevant characteristics of the

objects...

2. Even if he knew exactly the di¤ererences of the characteristics of the

two objects, he might �nd them almost equally desirable ... and he will

vacillate as a result.

To distentangle the two �causes��call them perceptibility and

desirability (anticipated �satisfaction�) �may be important if one

wants to predict how people will act if perceptibility is kept con-

stant while desirability varies, or vice versa.�(Block and Marschak,

1960, p. 99).

4.4 Imperfect Information and Stochastic Choice

It may seem that the disagreement is between economics and psychology, but

the issue is far deeper. Imperfect perception of available options is central

to economics. While economists do not typically see themselves as modeling

imperfect perception, in practice they do under its pseudonym, imperfect in-

formation. What is learned in all models of search and signal processing is

random. This produces randomness in choice, as do models of boundedly ra-

tional choice (Simon, 1955, Gabaix et al., 2006, Salant and Rubinstein, 2008,

Manzini and Mariotti, 2007, 2014, Masatogliu, Nakajima, and Ozbay, 2011,

Caplin and Dean, 2011, Caplin, Dean, and Martin, 2011, and Gabaix, 2014).
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The identi�cation problem is particularly acute given that almost all learn-

ing is costly. As �rst formalized in the theory of search (Stigler, 1961), this

creates a link between comprehension and utility. �Perceptibility and desir-

ability�are not independent. This raises the importance of teasing them apart.

Yet the interdependence also suggests possible ways forward, using theory to

discover structure in this relationship.

5 Rational Inattention and Data Engineering

5.1 The Block-Marschak Proposal

In addition to pinpointing the basic identi�cation problem, Block andMarschak

dedicated a section of their paper to data enrichment:

�Our particular way of de�ning the class of basic observations

and, correspondingly, of the general testable conditions is to some

extent arbitrary.

..by using a particular demarcation of the class of directly testable

conditions (the one most closely corresponding to the nature of eco-

nomic observations), we are able to carry out a reasonably complete

analysis of the relevant logical relations. The study may thus serve

as a start when similar attempts are made under another de�nition

of basic observations.�Block and Marschak, 1960, p. 98-99).

Despite the centrality of this identi�cation problem, progress in de�ning

new basic observations has been limited. It is currently picking up again. In

this paper we stress progress associated with the theory of rational inattention

due to Sims (1998, 2003). Intriguingly, while Marschak did not formulate the

model, he felt that Shannon�s work was more important that economists had

realized (Marschak, 1974). It might not have surprised him that it provides

such important pointers to data engineers.
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5.2 Rational Inattention in a Market

If one envisions the DM�s internalization of information as guided at least

in part by the potential uses of this information, it is natural to connect

them in a uni�ed modeling framework. This is the role of rational inattention

theory. Matejka and McKay, 2015, show that this theory produces randomness

in choice that is powerfully related to, yet distinct from, the pattern in the

standard logit model. The noise in choice is driven by noise in signals that the

agent receives. The only di¤erence from the standard form of the logit model

is the inclusion of unconditional choice probabilities that are based on prior

beliefs.

Caplin, Leahy, and Matejka, 2016, extend the model to allow for social

learning. In this context they show how rational inattention impacts discrete

choice in a market. Each period entering agents select among a �xed set of

available alternatives. As in Caminal and Vives, 1996, they freely observe

past market shares of all alternatives. The innovation is that they can also

choose to acquire additional private information about them. It is here that

rational inattention enters, since additional private learning is assumed to be

costly. This cost is some multiple � > 0 of the Shannon mutual information

between prior and posterior beliefs, as inWoodford, 2009. The incorporation of

social learning is important in many applications, particularly when decisions

are complex. Cases in which it has been identi�ed range all the way from

adoption of production technology (Foster and Rosenzweig, 1995, Munshi,

2004) to choice of retirement savings plan (Du�o and Saez, 2003), health

insurance plans (Sorensen 2006), and choice in restaurants (Cai, Chen, and

Fang, 2009).

In Caplin, Leahy, and Matejka, market participants start out with a com-

mon prior over the (�nite) space of types, ! 2 
. The e¤ect of past observation
is to drive all new agents to common updated beliefs over the possible pref-

erence types. As in Matejka and McKay, 2015, choice probabilities depend

on a mapping from this intial belief and the available options a 2 A into un-
conditional choice probabilities, P (a). These unconditional probabilities are
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su¢ cient to characterize each type�s stochastic choice as,

P (aj!) = P (a)eU(a;!)=�P
a02A P (a

0)eU(a0;!)=�
;

where U(a; !) is the expected utility of option a to a consumer of type !.

Necessary and su¢ cient conditions characterizing optimal unconditional choice

probabilities are in Caplin, Dean, and Leahy, 2016a, who note that many

options that are unlikely to be best may be unchosen.

From the viewpoint of inference, the key result is that market shares con-

verge. What this does is to render the model operational, since these market

shares de�ne the priors of new entrants concerning how likely they are to be

of each preference type. Observed market shares capture all relevant informa-

tion about the distribution of types. By de�nition, unchosen options are not

represented in market data.

5.3 Cross-Market Restrictions

Caplin, Leahy, and Matejka show that long run market shares weight together

social and private learning in a direct, simple, and entirely reasonable manner.

The more utility a particular option provides, the more likely it is that the

agent selects it, and this dependence is stronger for lower costs of information,

�. Yet the observed market shares have a systematic in�uence in distorting

choice. This implies that there is a potential bias in inference of utility pa-

rameters if the information frictions are present, but neglected. Since high

market share attracts demand from those who are inattentive, the e¤ects of

characteristics associated with high market share options will be biased up-

ward and those with low market shares are biased downward. In an industrial

organization setting, this suggests biases in elasticity estimates in prevalent

approaches.

The theory suggests methods of inference that involve looking across mar-

kets. Separation of private and social costs is possible if one observes the same

market under various di¤erent conditions. The change may be as simple as
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changing a price of one of the goods, or as comprehensive as studying demand

for a new set of goods. The necessary and su¢ cient conditions allow one

to identify precisely those products that will be chosen in equilibrium. The

broader method of using cross-market restrictions for purposes of identi�cation

in discrete choice settings was pioneered by Heckman and Honore, 1990.

5.4 State Dependent Stochastic Choice Data

Rational inattention produces a non-standard information asymmetry. An

outside observer with access to suitably rich data on market shares may be

better able to understand preferences than are decision makers themselves.

The reason for this is that individual choice probabilities re�ect some mix of

personal preferences and inferences from the broader distribution of population

preferences as re�ected in market shares. Aggregating across similar types

according to some additional observables beyond the crude market aggregates

that impact prior beliefs can therefore enrich inference. The most detailed

demand data that could be observed conditions precisely on consumer type,

! 2 
. In the model of Caplin, Leahy, and Matejka, 2016, observing this data
would allow the econometrician in principle to identify the expected utility

function of each type.

The value of observing the relationship between demand and truths that

are not necessarily available to market participants is general. In the general

model of rational inattention, the state dependent stochastic choice (SDSC)

data is ideal. This speci�es state dependent probabilities P (aj!) for all actions
and states. The precise state in question depends on the application. Chetty,

Looney, and Kroft [2009] analyze the impact on demand of inclusion or exclu-

sion of sales�tax in stated price. One can formulate this as an observation of

stochastic demand conditioning on a state that de�nes the translation of the

stated price to the �nal sales price of the item. This is known to the store

and/or experimenter involved, but may not be fully internalized by inatten-

tive purchasers. The precise subject of analysis is the extent to which this

external reality appears to be understood by those who enter the store, which
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can readily be stated in the language of rational inattention. The mapping

from experiment to model requires the analyst to be explicit about the prior

beliefs of purchasers. One possibility in this case is that the prior measures the

proportion of the time sales�tax is included in the stated price of goods in the

corresponding �eld experiment. In a similar manner, Martin, 2016, uses scan-

ner data on grocery purchases to test various model of inattention to prices.

In this example, the prior is the empirical distribution of prices and SDSC is

stochastic choice of bundles at various prices, which is the standard stochastic

demand function.

SDSC has much to recommend it in terms of the desiderata for data en-

gineering laid out by Block and Marschak. One of these was that it should

correspond as closely as possible �to the nature of economic observations.�

One can view SDSC data as very close to this ideal in light of the examples

above. Moreover, while strong assumptions are needed to de�ne market ob-

servations in a manner that matches the ideal of SDSC, this is easy in an

experimental settings. Indeed the perceptual data sets of Weber and ensuing

psychometricians studying discrimination are of precisely this form. It is rea-

sonable to assume, as Weber did implicitly, that the prior that the heavier

weight is in either hand is 0.5. In essence, SDSC data is the general version

of this standard psychometric data set for an arbitrary number of options, an

arbitrary incentive scheme, and an arbitrary prior belief on how likely is each

option to be of each possible type. Corresponding data has now been gathered

in a number of economic experiments (Dean and Neligh, 2016).

The second key requirement for �basic observations�laid out by Block and

Marschak is the ability to use them to characterize theories of choice. SDSC

stands out as unique in this regard. Caplin and Martin, 2015, characterize

Bayesian expected utility maximization in this data set for any given decision

problem. Caplin and Dean, 2015 characterize an entirely general model of op-

timal costly information acquistion by looking across decision problems. Note

that this makes no restriction on functional form, and in that sense is equiv-

alent to the most general characterizations of utility maximization. Caplin,

Dean, and Leahy, 2016b, characterize behavioral data associated with special
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cost functions, including the now ubiquitous Shannon cost function, which is

remarkable in terms of its computational simplicity. In terms of behavior, it

involves a number of qualitative restrictions. As our understanding of these be-

havioral properties deepens, so less restrictive cost functions will be developed.

Indeed Woodford, 2014, uses behavioral patterns in such data to cast doubt

on the Shannon model. It will be of particular interest to characterize cost

functions to match such intuitive properties of attentional e¤ort as comple-

mentary acts of learning, simplicity of comparison, and returns to attentional

e¤ort. As the characterizations are discovered, attentional cost functions may

become as varied as technological cost functions and utility functions, and be

equally essential to economic analysis.

As with standard choice data, SDSC data is of interest even when the

theory that it is initially designed to test blatantly fails the speci�cation test.

To use it as a basis for data engineering is not to believe in it, but to see its

value as an organizing system for uncovering where to change and where to

move forward. In introducing the revealed preference approach, Samuelson

[1938] made clear his view that the choice data was more fundamental than

the model of utility maximization, which, if false, should be rejected in favor

of models that more accurately characterize observed patterns of behavior

(Dixit, 2012). Hence SDSC data may be of interest when the decision maker

is not rationally inattentive, and even when Bayes�rule is not adhered to. Of

particular interest are behavioral deviations from rational expectations and

from Bayesian updating.

6 Testing and Learning

Experimental protocols for capturing SDSC are simple and general. They

involve discrimination tasks. One seeks a setting in which a large number

of subjects are given a certain amount of time to pick among optons the

rewards to which are initally unknown. With attentional e¤ort, the subjects

can improve their understanding and hence the likely quality of their choices.

As in the Weber experiments on weight discrimination, there must be some
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natural method for assigning prior beliefs over the answers. Moreover the

choices that are made must re�ect to some extent the actual discrimination

ability of the subjects.

A little re�ection suggests an analogy between these experimental desider-

ata and a context with which we are all familiar: multiple choice tests. In this

section we explore the possible value of data engineering in the areas of test-

ing and of teaching. We identify many forms of data that may be relevant in

this area. This is ultimately an area of great policy relevance. Improvements

in measurement have the potential to lead to more personalized and e¤ective

teaching and learning. Not surprisingly, these issues are already of interest to

scholars in many di¤erent disciplines. This breadth of engagement is re�ected

by the many forms of data that may be of interest in this area of application.

6.1 Item Response Theory

A standard test involves a group of students taking the same exam, the score is

which is used as a basis for inferring skill. Typically, the score is computed by

adding up all correct answers, with a fractional penalty for incorrect answers.

While ubiquitous, it is hard to rationalize this simple approach as correctly

identifying any underlying skill. The only theory that supports this process in

any way is �item response theory�, which posits existence of a single latent

skill trait that correspondingly shifts the probaility of correctly answering any

test question.

There is no strong reason to believe that this theory is adequate to capture

actual exam performance in tests, let alone later real world behaviors that are

dependent on how much the corresponding skill has been internalized. The

limits of such a one-dimensional viewpoint are stressed by Borghans, Duck-

worth, and Heckman et al., 2008. Indeed there is good reason to believe that

current protocols allow many social and psychological di¤erences to impact the

skill rating. Gender e¤ects are particularly well established (Gneezy, Niederle,

and Rustichini, 2003, Niederle and Vesterlund, 2010).

Despite its obvious importance, the issue of how to systematically improve
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measurement has not received due attention. It certainly involves enriching

the data that is used to judge skill, but how? This is particularly challenging in

the modern era in which one can literally get thousands of applicants for scarce

skill-related positions. Some simple scales must be used to convey aptitude,

but what methods can be used to generate and validate these scales?

There are powerful analogies between the factors that are pushing economic

theorists into considering non-standard forms of data and the factors that make

inference hard in the educational arena. In both cases, one is hoping to use a

relatively limited data set to infer something fundamental about the decision

maker. In both cases, the assumptions that justify simple methods of inference

are dubious. Given that economic theorists and educators face an analogous

challenges in this regard, it may be of particular value for them to join forces

in the design of data enrichments.

6.2 Beliefs and Utility Revisited

Even in 1965, multiple choice tests were ubiquitous. As a pioneer of subjec-

tive probability theory, de Finetti, 1965, argued that the standard method of

grading tests was inadequate. He outlined many methods of eliciting richer

information on subjective beliefs. His goal was clearly stated in his abstract:

�It is argued that where a person is uncertain as to the true

answer in a multiple choice question, he should be encouraged to

express his partial knowledge in terms of the subjective probability

he attaches to each alternative being correct. A variety of answer-

ing techniques are examined, together with ways of scoring them,

to determine how far they provide an adequate appraisal of the

subjective probabilities.�De Finetti, 1965, p. 87

The proposal of De Finetti connects in a direct manner with economic

research on belief elicitation. Yet while this is a huge advance over the stan-

dard all-or-nothing response method, additional enrichments are of value. De

Finetti was concerned only with eliciting subjective beliefs about how likely
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is each answer to be correct. In an exam, con�dence is not all that matters.

Another important feature of examinees is their realism. Some may system-

atically hold over-optimistic beliefs, others less so (or even the reverse). If

probabilities are successfully elicited, what points should one give to a respon-

dent who is con�dently wrong relative to one who blatantly has no idea?

Another limitation is that the proposed methods relate to a single ques-

tion. In a test with multiple questions, the belief elicitation methods that de

Finetti posited tell only part of the story. Savage, 1971, considered students

answering multiple questions in a winner-take-all exam. He noted that a stu-

dent seeking to maximize the probability of getting the highest score would

behave very di¤erently from an individual looking to maximize expected score.

Another obvious confound arises when there is a �guessing�penalty for incor-

rect answers. In such cases it may be dominant to not answer a question

even if the respondent is almost sure of the answer. This depends on how

the small probability of being penalized impacts the probability of failing the

exam. Again, there is an inference challenge. How can one know if a question

was not answered because of a lack of con�dence or to avoid subjectively as-

sessed possible penalty? Making this particularly worthy of study is evidence

of di¤erential willingness to guess by gender (Baldiga, 2013).

Response strategies are particularly pertinent for exams that rely on a set

of techniques that are reapplied in di¤erent settings. In such cases there are

likely to be correlated beliefs. If there are two conceivable methods of answer-

ing a question, then use of the same method on both questions will produce

positively correlated probabilities, while switching will produce negatively cor-

related probabilities. From the viewpoint of a standard test, this sets up an

incentive to plunge in cases in which utility is linear, yet possibly to diversify

in cases of risk aversion. For example, if the examinee believes that (A;A) is

the most likely pair of answers to two related questions with (B;B) the other

possibility, then it is rational if in need of only one point to pass to answer

(A;B). A third confound relates to the private utility of knowledge and test
success. Current methods are based on the assumption that students make

an honest e¤ort to answer each question as well as possible. In practice, some
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may hate a subject or �nd it of little value, making inference of skill yet more

complex. Where is this revealed?

6.3 Rational Inattention and Test Design

The above points strongly to the limitations of standard �single response�

multiple choice tests and standard methods of grading them. It points to the

need both for enriched response schemes and enriched methods of inference.

At this nascent stage of the research, the stress is on the process of data engi-

neering rather than predicting the forms of measurement that will ultimately

be needed.

One data set that may be of interest to explore is associated with the

theory of rational inattention and costly information acquisition. As noted at

the outset, the test format does involve the transformation of an uninformed

prior through the input of attentional e¤ort into a more informed posterior.

The manner in which attentional e¤ort is guided impacts the likely outcome of

the test, which in turn impacts the expected utility of the respondent. How well

test takers are able to transform prior to posterior depends on some personal

costs of improved discrimination of the answer most likely to be correct. This

immediately suggests that the kinds of data sets gathered to test theories of

rational inattention may be of interest in the exam context.

In the context of a test, a particularly interesting data set involves giving a

test with a wide range of very di¤erent grading schemes. In theory this can be

extremely revealing. Consider for example the case of two subjects who both

get 60% of questions right and 40% wrong in a standard test in which there is

no penalty for incorrect answers. Suppose further that they are trully di¤erent

in that one of them is falsely con�dent, believing if certain that they got all

answers correct. Suppose that the other is fully self aware and con�dently

identi�ed 50% of answers, while outright guessing on the remaining 50% of

the questions. Now suppose that they are told that this same exam may be

graded with a di¤erent scheme that involves a full point penalty for errors. In

this case, the overcon�dent individual will be revealed by the fall to a 20%
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grade, while the realist will get a 50% grade. A full characterization of what

such a rich data set can reveal may be of interest.

From the viewpoint of economic modeling, the connection with rational

inattention theory may be of value for the earlier question of how much to

learn leading up to the test. Once the test protocol is understood, it impacts

the costs and bene�ts of e¤ort dedicated to learning. This depends not only on

the future value of being better prepared in a particular dimension, but also on

the anticipated nature of the test and how well it will re�ect the actual level of

skill. It depends also on a personal assessment of the production function for

the corresponding skill as a function of the student�s input of resources in terms

of time, e¤ort, etc. In technical terms, this form of investment decision can be

seen as designing a mental structure to operate as an information process in

the sense of Blackwell and Shannon. In this sense, one may model the process

of learning using much the same apparatus as described above for modeling

attentional e¤ort more broadly.

6.4 Time Use and The Drift-Di¤usion Model

The above only scratches the surface of the decision problem that is taking a

multiple choice test. Consider the time constraint. While there is a long history

in psychometrics of measuring decision time, the literature in economics is of

more recent vintage (e.g.Wilcox, 1993, Kocher and Sutter, 2006, Rubinstein,

2007, Chabris et al., 2009, Spilliopoulos and Ortman, 2014, Geng, 2015, and

Agranov, Caplin, and Tergiman, 2015). In the case of the exam, the key issue

is the need to set stopping times even when unsure of the correct answer to a

question, with the presumption that spending more time would to some extent

improve resolution. This connects exams with another key psychometric model

in the shape of the drift-di¤usion model (Ratcli¤, 1978, and Ratcli¤ et al.,

2016). Variants of this model are increasingly making their way into economics

(see Fehr and Rangel, 2011, Krajbich and Rangel, 2011, Krajbich et al., 2012,

and Fudenberg, Strack, and Strzalecki, 2015, Caplin and Martin, 2016). In

the classical experiment, a prize is available in one of two locations, and there
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is a �ow of evidence indicative of which box contains the prize. The decision

maker decides when to stop the �ow of evidence by picking a location, and

which location to pick. The data set that is produced is precisely SDSC data,

with the particular feature that included among the actions is the possibility

of delaying choice.

That score depends on time allocation strategy hugely complicates taking

the test and impacts what can be inferred from the score. Some may skip

di¢ cult questions and come back to them at the end. Others may be more

rigid in their application of the linear order. Others may use a hybrid strategy

of exploring questions super�cially to seek evidence on how easy they are likely

to be, before deciding whether to continue or to move on. With regard to data

engineering, what becomes important is to explore how changes in the order

of questions and the timing protocols impact comprehension as revealed in the

structure of responses. The fact that this depends also on the grading scheme

makes the challenge of modeling and measurement more profound still.

6.5 Inter-Disciplinary Links

The optimal quitting time problem in test taking is to all intents and purposes

insoluble in real time. Hence students may have developed broadly applicable

rules of thumb in test taking, that may be more or less well suited to each

particular test they face. The evaluation of informational rules of thumb is an

increasingly important area within psychometric research (e.g. Gureckis and

Markant, 2012). Intriguingly, among the behaviors that have been identi�ed

is excessive interest in learning more for the sake of it, even when the reward

structure suggests that one should be more targeted. Designing models and

corresponding measurements in this are suggests a strongly linked research

agenda.

The link with psychometric research is but one small part of a far broader

set of inter-disciplinary links that are involved in modeling, measuring, and

ultimately enhancing, the educational process. The connection with the drift-

di¤usion model is a link not only with psychometrics, but also with neurobiol-
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ogy, given the �ndings of Shadlen and Newsome, 2001, relating to the neural

implementation of the model. Stepping back further, there is a rich neurbio-

logical literature on methods of learning, much of it associated with crucial

�ndings on reward prediction errors and the dopamine system (e.g. Schultz,

Dayan, and Montague, 1997, Bayer and Glimcher, 2005, Daw and Doya, 2006,

Dayan and Daw, 2007, Caplin et al., 2010). Applications to �nance are par-

ticularly exciting (e.g. Frydman et al., 2014). Camerer, Loewenstein, and

Prelec, 2005, Glimcher, 2011, Fehr and Rangel, 2011, and Bernheim 2013,

o¤er broader perspectives on how the advent of neuroeconomics will impact

economic theory.

The above shows that data engineering crosses traditional disciplinary

boundaries. Examples of this form will become common-place as we mea-

sure interactions between biological, behavioral, and social outcomes over the

life cycle (Azmak et al., 2015). In the case of education, Rietveld et al. 2014,

have recently identi�ed a set of single nucleotide polymorphisms (SNPs) asso-

ciated with years of schooling. The �ndings appear robust across generations

and geographies, but there is at present no way to understand pathways. In

richer data, it will become possible to measure and model cognitive and other

pathways. Thereby hangs another tale.

7 Concluding Remarks

This article highlights the importance of next generation data sets for the

evolution of economic theory.
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